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ABSTRACT 
Deep belief network (DBN) has become one of the most important models in deep learning, however, the un-

optimized structure leads to wasting too much training resources. To solve this problem and to investigate the 

connection of depth and accuracy of DBN, an optimization training method that consists of two steps is proposed. 

Firstly, by using mathematical and biological tools, the significance of supervised training is analyzed, and a 

theorem, that is on reconstruction error and network energy, is proved. Secondly, based on conclusions of step 

one, this paper proposes to optimize the structure of DBN (especially hidden layer numbers). Thirdly, this method 

is applied in two image recognition experiments, and results show increased computing efficiency and accuracies 

in both tasks. 

 

KEYWORDS: Deep learning, Structure analysis, Unsupervised learning, Image recognition. 

1. INTRODUCTION 
Deep belief network (DBN) [1] is famous for simulating human brains, which helps to increase training efficiency 

greatly, by solving curse of dimensionality problem. By now, DBN has been applied in multi signal processing 

applications, such as but not limited to voice, image, video, text and semantic transmission [2-8].  

 

However, DBN still has many issues to be studied further. At present, due to short of efficient training algorithm 

in parallel, in its applications, the empirical approach is still used to determine the hidden layers and neurons, 

resulting in big errors, and preventing its extended network application, hence of high computing cost and low 

efficiency. Professor Bengio of the University of Montreal argues in his literature [9]: is it possible to define a 

proper network depth enabling the DBN to solve almost all AI issues similar to that of human beings? This is an 

open issue, and its research will of great significance in DBN's application in the field of AI. However, given its 

wide scope involved, it is hard to present a standard answer. As such, in other words, it is to say not to define the 
network depth manually, but to set up a methodology, enabling the network itself to compute the most appropriate 

depth. So, the results would vary upon different questions and demands. This is what this work focuses on. 

 

This paper is divided in the following sections. Section 2 analyzes training processes with and without supervision 

learning in DBN, finding out the connection between network depths and training errors. Based on that, a depth 

defining method is given based on RBM reconstruction errors. in section 3. In this way, the network self-organizes 

trainings in computing, suggesting the depth meeting requirements, with satisfactory accuracy and reduced costs. 

Section 4 presents experimental results while Section 5 concludes the paper. 

 

2. FEATURE ANALYSİS AND BİOLOGİCAL SİGNİFİCANCES 
The relationship between initial state and training result is still unknown to researchers. Several studies have found 

the conclusion that initializing the starting distribution of samples or weights with a same special method will 

result in different minimum in the stage of fine tuning [10-12]. While in this work, we try to find out the reason 

of why random initializing net’s weights leads to bad minimums, using biological and mathematical tools. 
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By machine learning and previous study of biology[1,13-14], the following facts have been known: (1, 

Unsupervised learning plays an important role in biological cognition; (2, Since there are very few samples with 

marking information, containing of limited information, unsupervised learning contributes to increasing prior 

knowledge, bringing network weights at a preferable initial position, leading to enhanced network performance; 

(3, In biological system, stable neural networks once are established, and then it would be difficult to change. 

 

The three points are easily comprehensible, for human cognition are unsupervised and supervised learning in 

parallel. At the initial stage of cognition, loop connection in the human brain is gradually developed, which does 

not make sense physically for those being seen and heard. At the moment, the brain greedily records them all. 

Whereas while growing up, the brain guided by marking information (such as books and teachers) may classify 

and sort out those previously received signals, and form new loop connections of neural networks by 
brainstorming and memorizing. Such is human cognitive process, learning and growing continuously.  

 

So if without unsupervised learning, by relying on randomly initial supervised learning, it would lead to failure 

of network trainings. Two assumptions are given in the article as below:  

 

Assumption 1, a Gradient Descent Approach (GDA) of random initialization easily falls in local minimum;  

Assumption 2, it is tough to choose proper methods and steps of batch processing to jump out of a local minimum.  

 

The assumption 1 is a theoretical reason. Mathematical methods can be used to analyze training errors in various 

hidden layers in DBN in a GDA. 

 
In a top-to-down transmission, the errors at the layer 1 (or the top layer) are:  �� � �� � ��             (1) 

 

where �� is error of neuron �, ��  is ideal output and �� is output. By DBN computing rules, we have ��� � ∑ 
������
, 

where 
�� is the weight between  �  and �. And by GDA rules, we have �� � �����1 � ��� in output layer and ��� �����1 � ���� ∑ ����

����
 in other layers, where ��� presents for the output of unit � of hidden layer � in GDA. So we 

have �� � � � � ��

��
          (2) 

 

Then use the transfer formulas above, �� can be rewritten as  �� � � � ���
�1 � ���
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where  � � ���∏ ��1 � ��
���� � � ���
      (7) 

so  �� $ ���
               (8) 

 

It can be seen that in DBN, a reversely adjusted GDA will lead to gradual enlargement of training errors by layers. 

If adopting random initialized approaches, network weights will be distributed in state space evenly. As initial 
errors are already big, it would be expanded as the trainings go on by layers, with the trainings ended in failure.  

 

Assumption 2 is a technical reason. As the GDA features of gradient diffusion [15], that is, when calculating 

derivatives in a reverse transmission approach, threshold value of the reverse transmission gradient will be sharply 

reduced, with growing depth of networks. So it results in very limited derivatives on loss functions compared with 

the initial layers' weights. Thus, when using the GDA, the initial layers see a rather slow change in weights, so 

that it is incapable to learn effectively from samples.  

 

2.1 Experimental Verification 
The article designs handwritten digital noise-reducing experiments, in an attempt to verify the two assumptions. 

The experiments go as follows: 

 
In the MNIST [16] database, we select 5000 samples for unsupervised learning, and 1000 for testing. Add 10% 

of background noise in the tested images, with each image of pixels of 28*28. Then 1000 samples are grouped 

into 10 batches, with 100 samples each. As temporary no relevant research is available to define numbers of 

neurons at each layer, and each batch consists of 100 images, so assuming 100 selected neurons at each layer, in 

3 hidden layers. The experimental effects are shown in Fig 1. 

 

 
Fig.1 Noised pics 

denoising noise denoising noise

noised pics
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Fig.2 Learned weights in DBN 

 

The left picture of Fig 1 is the original image with 10% noise added; the center one is noise reducing effect with 

random initial descent while the right is the initial noise reducing effect with unsupervised learning on gradient 

descent. Apparently, the randomly initial GDA does not work well for noise reduction, but blurring the image 

instead, while adopting unsupervised learning; initialized gradient descent can effectively reduce the background 

noise. Fig 2 is the network weight. The left image is its randomly initial state, which is assumed of an initial value 

as [-0.5, 0.5], and various colors are selected to demonstrate different weights connection. The center is the 

network weight after descending training of random initialization, suggesting that the weight at the moment still 

shows a messy and irregular state, or the network has not been well trained. On the right image is the unsupervised 

initial GDA, with the network weight showing regular ups and downs, or some learning is stressed, and some 

weakened. Such weight states indicate that the network is capable of some cognitive and identification for 
identifying image correctly and reducing noises.   

 

From the experiment above, it concludes:  

1) In the cognitive process, unsupervised and supervised learning may be helpful for better training results. 

In the training, there is a shortage of marking samples, but unmarked samples contain of more information.  

2) Randomly initial GDA will easily lead to the failure of network training, with reasons as: 

- Insufficient prior knowledge, limited knowledge reserves of network, difficult to apply restricted 

information to process mass data;  

- As of difficulties to determine proper training methods and algorithm steps for batch processing, it is hard 

to jump out when falling into the local minimum.  

3) Unsupervised learning contributes to finding out more information for network, playing following roles 
in the training: 

- Unsupervised learning is capable of bringing more features for network learning.  

- Unsupervised learning works well to initialize reversely adjusted parameters of the algorithm.  

4) Unsupervised learning reduces errors with growing depth in hidden layers.  

 

3. DETERMİNATİON OF NETWORK DEPTH 
Depth refers to the longest path from the input to the output layer [1, 17]. The following formula can be used for 

depth depiction.  %�&'ℎ � ) * 1              (9) ) stands for the number of hidden layers.  

 

The experiment in Chapter 2 shows that unsupervised learning is at the kernel of network training, with errors 

varying from depths of the training, in which costs correspond with depths positively. So when solving practical 

issues, it is necessary to choose network of proper depth with satisfactory accuracy and saving costs in every 

possible endeavor. 

 

At present, there is an important issue in DBN application that is, focusing on various problems, DBN has to set 

up network depth in advance, then to compare with accuracies and training results of different depths by the 

empirical approach. It greatly inhibits efficiency of problem solving of network, resulting in a more restricted 
control on expanding DBN further. In fact, Bengio proposed a similar question in 2009 [9], describing as, “Is 

there a depth that is mostly sufficient for the computations necessary to approach human-level performance of AI 

tasks?” As the general nature of the question, involving a broad scope of disciplines, it is difficult to perform tasks  
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by finding out a proper mathematical method, much less to design a representative experiment composed of many 

characteristics for verification. So the question cannot be answered at present. 

 

Even though, the experiment and analysis of Chapter 2 show that DBN features of accuracy by layers under data 

training, by which, Bengio's question can be translated as a self-training issue for network. In other words, without 

deploying any tasks to DBN, focusing on a specific question, by setting up targets, enable the network to judge 

by itself if with a proper depth. Thus, the original question is translated into a self-organized training issue on 

network depth, with a roughly common result of the two. In addition, by performing self-defining depth, it acts as 

an important reference to the original question. 

 

At the present DBN studies, network depth and unit numbers of each hidden layer are selected empirically [18-
20], unfavorable for using network advantages, easily leading to high computing cost, negative to increase 

efficiency. Hinton pointed out two principles in the literature [14], which will act as the lemmas of the coming 

work, described as below: 

 

Lemma 1: training accuracy of RBM will be enhanced with growing depths.  

 

Lemma 2: in DBN network trainings, by unsupervised learning, the network weights are already properly 

positioned, while the GDA based reversely computing is capable of adjusting weights in some small aspects.  

 

This article suggests a method of reconstruction errors, used for computing and defining DBN depth, with the two 

lemmas as an important basis. Also, network energy functions and accurate identification are the important 
theoretical basis. 

 

Reconstruction error is with training data as its initial state, the variance after distributed by RBM and transferred 

by Gibbs from the original data (generally evaluated by the first-order normal forms or the second-order normal 

forms) with formula shown as below: 

+,--.- � ∑ ∑ �/0,1�20,1�31456045
7898/:          (10) 

In the formula, n is sample number; m, pixel number; p, network computing value; d, real value; &;, value number 

or scope.  

With rules as below: 

< �=    +,--.- $ >,    ? � @ABC * 1�=     +,--.- D >,    ? � @ABC            (11) 

 

In the formula, > is for pre-set value objective reconstruction errors, and L is for the number of hidden layers. 
Then, if at the moment, the trained network sees satisfactory construction errors, or less than the present value, 

then start reversely gradient adjustment. Otherwise, let the network depth adding one automatically, to continue 

training. As it can be known in advance of the value scope and true value of test samples, so in the application, 

the value of reconstruction errors can be obtained by computing (generally, the value enables a 95% plus 

accuracy).  
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Fig.3 flow chart of calculation the depth of DBN by using R-Error of RBM 

 

Though construction errors are not reliable sometimes, for instance, some data even classified correctly may 

produce certain construction errors. However, reconstruction errors reflect RBM's likelihood of training data in 

some degree, with simple computing and small costs, resulting in a useful practice. 

 

As RBM training is based on simulated annealing algorithm, DBN features of characteristics on simulated 

annealing. So seek for coupling relation between reconstruction errors and network energy, which can be 

substantiated theoretically the validity of the method. Expectation of RBM eigenvector can be used to describe 

network energy, in formula as: ,�E, ℎ� � �ℎFGE � HFE � IFℎ      (12) 

 

The article suggests the theorem: Reconstruction errors positively correlate to network energy. It can be done by 
the whole and conditional probability formula, with the proofs as below:  

Firstly, we define P is the computed result, and D is the ideal output. Then, L � L�E�, % � L�EM�          (13) 

 

We use conditional probability formula in (13), and get L � L�E� � L�EM�L�ℎ|EM�L�E|ℎ�     (14) 

 

According to the formula that  L�E|ℎ� � O�P,Q�
O�Q�             (15) 

 

We will get, L � L�EM� ⋅ O�PS ,Q�
O�PS� ⋅ O�P,Q�

O�Q�         (16) 

 

Eliminate L�ET�, so, L � L�ET , ℎ� ⋅ O�P,Q�
O�Q�           (17) 

 

By using conditional probability formula again, the below result will be realized, L � L�EM|ℎ� ⋅ L�ℎ� ⋅  O�P,Q�
O�Q�          (18) 
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Eliminate L�E�, so, L � L�EM|ℎ� ⋅ L�E, ℎ�          (19) 

 

Then, according to the definition in (20), RE should be  

+, � ∑ ∑ U/0,1�20,1V31456045
7898/: � L � %     (20) 

 

Use (13) and (19) here,  +, �  L�EM|ℎ� ⋅ L�E, ℎ� � L�EM�      (21) 

 

Then,  +, �  L�EM� ⋅ �L�E, ℎ� � 1�      (22) 
 

Use (13) and the objective function again, then there will be,  +, ∝ % ⋅ �,�E, ℎ� � 1� ∝ ,�E, ℎ�     (23) 

 

Reconstruction errors positively correlate to network energy, QED.  

 

According to the theorem, the method of reconstruction errors ensures a simple computing and an easy practice. 

Also, due to coupling network energy, a reasonable judgment methodology is given from the network system, 

bringing persuasive computing results.  

 

Network training flowchart is shown as fig 3 

 
Fig.4 experiment results 
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4. EXPERİMENTS AND ANALYSİS 

A digital recognition experiment is designed in the article for testing effectiveness of the method, which uses 

MNIST handwritten database. The database boasts of 60,000 training images and 10,000 testing images, all in 

handwritten, and each number is displayed in many handwritten ways, with quite a few modes of recognition 

technology applied in the database, so the database is known as an ideal evaluation of new methods. For basic 

version of MNIST learning tasks, as no geometric knowledge available, nor any special pre-processing or training 

group enhancement, random but fixed arrangement of pixel will not affect the learning algorithm. Taking 5000 

samples for training, and another 1000 samples for testing, the database composes of samples of Arabic numbers 
(0-9), all in handwritten. The 5000 samples are grouped into 50 batches, 100 samples each, so assuming 100 

neurons on each layer, with accuracy of 99% above for reconstruction error conditions. So the result is RError 

=1.59e-005. 

 

The original matlab code is provided by Andrej Karpathy [21] and we improve and use it in the calculation of 

depth. The network ceases to increase when its hidden layers reach at 3 (or the depth of 4). Now by testing the 

1,000 samples, 74 errors are produced, with the original images and the errors as shown in Fig 4. By analyzing 

numbers in images, it can be achieved that the network is easy to judge what kinds of images by statistics, and 

what kinds of features are drawn to produce errors, which contribute to improving network performance for 

reference.  

 

Weight image of the network are shown as Fig 4(c) (d). Fig 4(c) is RBM weight at the bottom layer (or the first 
layer), Fig 4(d) as the top layer (or the last layer). The two figures show that visualized weights of DBN training, 

suggesting that with growing depth, network weights are more abstract, indicating that network cognitive 

information is a combination of such abstract data (in fact, the combination features of sparseness [22]).  

 

Fig 5 is the curve chart of network reconstruction errors. Fig 5(a) is RBM reconstruction errors of the first RBM; 

Fig 5(b) is those at the last layer, suggesting that the errors at each layer tend to be declining. When combining 

the 3 reconstruction errors into one figure, as shown in Fig 5(c). 
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Fig.5 RE curves 

 

The red curve in the figure, or the RBM reconstruction errors at the last layer, has reached the preset target. Why 

is each initial value of RBM reconstruction errors higher than the previous final value? When adding each layer 

of RBM, its initial weights are randomly selected, so the initial reconstruction errors are relatively high. And more 

efforts should be done to initialize coming RBM, which will contribute to increasing network performance.  

 

For facilitating comparison and data analysis, the network depth is increased to 6, with DBN training data 
computed, as shown in Table 1.  

 

The table suggests that with growing depth, network reconstruction errors are gradually lowered, and computing 

time increased, which is in line with network features. The error amount (or accuracy) maximizes at the depth of 

4, reaching 92.6%,  while if increasing network depth further, at the moment, though reconstruction errors are still 

declining, the accuracy are reduced, minimized as 88.8% at the depth of 6.  

 
Tab.1 training data for DBN with different depths 

DEPTH RE MISTAKES ACCURACY TIME 

2 6.6181e-5 88 91.2% 22.9s 

3 2.0742e-5 77 92.3% 26.9s 

4 1.2326e-5 74 92.6% 32.9s 

5 0.7785e-5 89 91.1% 38.6s 

6 0.5344e-5 112 88.8% 44.6s 
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Why is the accuracy reduced with growing depth? For this phenomenon, the analysis is given in the article as: 

(1 Only at the last layer, RBM reconstruction errors can satisfy the requirements, while those at the previous 

layer lower the accuracy by accumulated errors;  

(2 Increased hidden layers lead to overly accumulated errors in a reversely GDA;  

(3 Adding hidden layers results in complicated computing time and lower efficiency.  

 

Therefore, how to set up reconstruction errors reasonably, or seek for connection between networks computing 

cost and depth, it will contribute to a more intelligent approach of self-learning network.  

 

5. CONCLUSİONS 
In this paper, an improved mechanism for optimizing deep belief network’s structure is introduced. Furthermore, 

it suggests that by varying tasks, the network is capable of self-organized self-trainings and defining network 

depth. It also provides a reconstruction errors based judging method, to define network depth, for self-organized 

training network in the training process, to perform tasks of hidden layer selection on model cognition for in-

depth learning network, resulting in enhanced computing efficiency and reduced computing cost. In addition, as 

stated in Part 4, the article is possible to be extended further. And in the article, the network depth acts as the only 

self-organized variable, with fixed units of each RBM hidden layer, neglecting biological and mathematical 

connections by different hidden layers, which are worthy of more efforts to study.   
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